Signal feature recognition based on lightwave neuromorphic signal processing
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We developed a hybrid analog/digital lightwave neuromorphic processing device that effectively performs signal feature recognition. The approach, which mimics the neurons in a crayfish responsible for the escape response mechanism, provides a fast and accurate reaction to its inputs. The analog processing portion of the device uses the integration characteristic of an electro-absorption modulator, while the digital processing portion employs optical thresholding in a highly Ge-doped nonlinear loop mirror. The device can be configured to respond to different sets of input patterns by simply varying the weights and delays of the inputs. We experimentally demonstrated the use of the proposed lightwave neuromorphic signal processing device for recognizing specific input patterns. © 2010 Optical Society of America
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Neuromorphic engineering provides a wide range of practical computing and signal processing tools by exploiting the biophysics of neuronal computation algorithms. Existing technologies include analog very-large-scale integration front-end sensor circuits that replicate the capabilities of the retina and the cochlea [1]. To meet the requirements of real-time signal processing, lightwave neuromorphic signal processing [2,3] can be utilized to provide the high-speed and low-latency performance that is characteristic of photonic technology. Lightwave neuromorphic signal processing incorporates hybrid analog and digital processing techniques that take advantage of both the bandwidth efficiency of analog processing and the low-noise characteristics of digital processing. Previous work demonstrated a photonic pulse processing device based on the integrate-and-fire neuron model [3] for the optical realization of a spiking neuron.

In this Letter, we propose and demonstrate a device for signal feature recognition based on the escape response neuron model of a crayfish [4]. Crayfish escape from danger by means of a rapid escape response behavior. The corresponding neural circuit is configured to respond to appropriately sudden stimuli. Since this corresponds to a life-or-death decision for the crayfish, it must be executed quickly and accurately. A potential application of the escape response circuit based on lightwave neuromorphic signal processing could be for pilot ejection from military aircraft. Our device, which mimics the crayfish circuit using photonic technology, is sufficiently fast to be applied to defense applications in which critical decisions need to be made quickly while minimizing the probability of false alarm.

Our device exploits fast (subnanosecond) signal integration in electro-absorption modulators (EAM) and ultrafast (picosecond) optical thresholding in highly Ge-doped nonlinear loop mirrors (Ge-NOLM). The basic model consists of two cascaded integrators and one optical thresholder. The first integrator is configured to respond to a set of signals with specific features, while the second integrator further selects a subset of the signal from a set determined by a weighting and delay configuration and responds only when the input stimuli and the spike from the first integrator arrive within a very short time interval.

Figure 1 illustrates the (a) crayfish escape neuron model and (b) optical realization of the escape response for signal feature recognition. As shown in Fig. 1(a), signals from the receptors (R) are directed to the first stage of neurons—the sensory inputs (SI). Each of the SI is configured to respond to specific stimuli at the receptors. The SI integrate the stimuli and generate spikes when the inputs match the default feature. The spikes are then launched into the second stage of the neural circuit—the lateral giant (LG). The LG integrates the spikes from the first stage and one of the receptor signals. The neuron responds only when the signals are sufficiently close temporally and strong enough to induce a spike—an abrupt stimulus.

In the analog optical model shown in Fig. 1(b), inputs α, β, and c are weighted and delayed such that the first
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Fig. 1. (a) Schematic illustration of the crayfish tail-flip escape response. R, receptors; SI, sensory inputs; LG, lateral giant. (b) Schematic illustration of the optical implementation of the escape response. w, weight; t, delay; EAM, electro-absorption modulator; TH, optical thresholder. Inset, measured recovery temporal profile of cross-absorption modulation in EAM.
EAM (CIP 10G-PS-EAM-1550) integrator (EAM 1) is configured to spike for inputs with specific features. A train of sampling pulses is launched together with the inputs to provide a pulsed source for the EAM to spike. The spiking behavior is based on cross-absorption modulation (XAM) \([5]\) in an EAM. That is, when the integrated input power is large enough for XAM to occur, the sampling pulses within the integration window are passed through the EAM; otherwise they are absorbed. The spike output is then thresholded at the Ge-NOLM \([6]\) such that the output spikes are of similar height, and the undesired weak spikes are removed. The thresholded output and part of input \(b\) are launched into the second integrator (CIP 10G-LR-EAM-1550) as the input control through path \(\beta\) and \(\alpha\), respectively. Sampling pulses are launched to the integrator through path \(\xi\) as a spiking source. Through weighting and delaying of the inputs, spikes by the second integrator occur only for inputs with the desired features. The selection of the desired features can be reconfigured simply by adjusting the weights and delays of the inputs.

The integration of a signal at the EAM is based on the finite XAM recovery time of a negatively biased EAM. The inset in Fig. 1(b) shows the recovery time of an EAM. Maximum transmittance is obtained when the sampling pulse is very close to the input control pulse, and the transmittance decreases gradually as the time delay increases. Therefore, by placing multiple control pulses within the recovery interval, the EAM integrates them. Figure 2(a) shows the input control signal consisting of one, two, or three pulses that are within the integration window. After integration at the EAM, the sampling pulses representing the integrated output are shown in Fig. 2(b) with the superimposed temporal profiles shown in the insets. The EAM is adjusted to spike when the input has two or more pulses occurring within the integration time. To equalize the heights of the output and remove the unwanted weak pulses, a Ge-NOLM thresholder is used. Figure 3 shows the experimental measurement of the thresholder transfer function (filled squares), as well as the simulated transfer function using the VPIphotonics simulation tool (triangles).

In this signal feature recognizer experiment, there are three inputs, \(a\), \(b\), and \(c\). The recognition circuit detects input patterns of \(abc\) and \(ab\) having specific time intervals between the inputs as we configured, as shown in Fig. 4. Figure 4, part (i), shows five different input combinations, where input \(a\) is designed to have the largest weight, while input \(b\) has the smallest weight. The separation of each set of inputs is sufficiently large that they do not affect each other’s integration performance. Five sampling pulses are used for each set of inputs, as shown in Fig. 4, part (ii). With the use of multiple sampling pulses, high temporal resolution of the integration, as well as differing spike patterns for the second stage of integrator, can be obtained. The input pulses change the transmittance of the EAM 1 as shown by the curves in Fig. 4, part (iii); thus the amplitude of the sampling pulses (shaded pulses) at the EAM 1 output also changed. The output spikes from EAM 1 are then thresholded at the level indicated by the dotted line. The spikes are now of similar amplitude and the undesired weak spikes are removed [Fig. 4, part (iv)]. Different spike patterns are obtained for different inputs. In this experiment, we identify patterns \(abc\) and \(ab\). Here, we use the EAM 1 output as the sampling pulse, which also helps eliminate
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**Fig. 2.** (Color online) (a) Input to EAM. (b) Output sampling pulses of EAM. Insets, superimposed output temporal profiles.

**Fig. 3.** (Color online) Experimental (solid squares) and simulation (open triangles) results of the optical thresholder transfer function.

**Fig. 4.** (Color online) Schematic illustration of configuring the pattern recognition. (i)–(iv) First integrator and thresholder. (v)–(vii) Setting 1, detection of \(abc\) and \(ab\). (viii)–(x) Setting 2, detection of \(abc\) only. (xi)–(xiii) Setting 3, exceed integration window—no input is detected.
undesired patterns; i.e., input \( a \) is absent. The EAM 1 output is launched into the second integrator as sampling pulses, while a duplicated, delayed, and weighted copy is combined with input \( b \) and used as the control for the second integrator [Fig. 4, part (v)]. By adjusting the relative temporal delay between the input \( b \) and the inputs to the EAM 2, different input features are recognized, as shown in Figs. 4, parts (v)–(xiii).

Figure 5 shows the experimental measurements of the signal feature recognizer. In the experiment, the input signal has an average power of \( \sim 2.5 \) dBm. Figure 5(a) shows all eight combinations of the three inputs with specific weights and delays. We use “1” to represent the presence of input, while “0” means there is no input. Superimposed temporal profile of the input signal is shown in the inset of Fig. 5(a). Sampling pulses with power of \( \sim 9 \) dBm and separation of \( \sim 25 \) ps are used, as indicated by the arrows. The input signals are integrated, and the transmittance of the EAM 1 is represented by the spike pattern at the output [Fig. 5(b)]. A Ge-NOLM is used to threshold the output of EAM 1 [Fig. 5(c)]. The inset shows the superimposed temporal profile of the thresholded output. Four-wave mixing in a 35 cm bismuth-oxide nonlinear fiber is used [7] to duplicate the thresholded output. Two copies at different wavelengths are obtained, one as the sampling pulses and one as the input to the EAM 2. The sampling pulses are at \( \sim 1.25 \) dBm, while the input signal to the EAM 2 is at 4.7 dBm. When the output spikes from the first neuron arrive at the second integrator slightly after input \( b \), i.e., within the integration interval, the second integrator will spike. By adjusting the time delay of the inputs to the EAM 2, the pattern recognizer identifies patterns \( abc \) and \( ab- \) [Fig. 5(d)] or just \( abc \) [Fig. 5(e)]. However, when the spikes from the first neuron arrive too late, i.e., exceed the integration time, the second integrator will not spike [Fig. 5(f)]. These examples indicate that the signal feature recognizer is performing correctly and is reconfigurable through time delay adjustment.

We experimentally demonstrate signal feature recognition based on the principle of the escape response of a crayfish. The approach exploits the finite recovery time of cross-absorption modulation in EAM to implement signal integration, while thresholding is implemented using a Ge-doped fiber-based NOLM. By adjusting the weights and delays of the inputs, the feature recognizer can be configured to identify different signal features. This hybrid analog/digital signal processing technique allows a fast and accurate response to the inputs.
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